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CHAPTER 2.        FUNDAMENTALS FOR A CONCEPTUAL SCHEMA AND AN INFORMATION BASE.

========================================================================



     "Let's see ... If I were meta-agnostic, I'd be




     confused over whether I'm agnostic or not - but




     I'm not quite sure if I feel THAT way; hence I




     must be meta-meta-agnostic (I guess)."




     Mr. T. in 'Little Harmonic Labyrinth`;




     'Go "del, Escher, Bach, The eternal golden braid.`







      by Douglas R Hofstadter.

  2.1._GENERAL_CONCEPTS_AND_DEFINITIONS.

We propose in this Report concepts and terms to be generally used in designing,

describing, and using conceptual schemata and information bases. Some of the

terms defined in this Report are already found throughout the data base litera-

ture, occasionally with conflicting meaning. The purpose of this chapter is to

describe the fundamentals and to give short, precise, although intentionally

informal, definitions of the concepts and terms, wherever possible conforming

with the meaning most closely associated with natural language (*1*); e.g. the

term "real world" is to be interpreted in ordinary language sense. The defini-

tions are embedded in explanatory prose to inform the reader of the basic con-

cepts and intent of our view of the conceptual schema and information base. The

definitions themselves will be summarized in a glossary of terms in appendix A

to this Report.

We start by assuming that it is possible to select a portion of a real or hypo-

thetical world that is describable in some chosen precise and formally defined

language. All things we perceive or assume to exist in this selected portion of

a world are called entities:


   ENTITY


 Any concrete or abstract thing of interest, including associ-


 ations among things.

For example, if we select a portion of a world as described in appendix B and

in which a certain Registration Authority is assumed to be interested, then

entities are the car Ford Mustang PCXX999, the person Mr. Johnson, the date 29

January 1975, etc. A particular example of an abstract entity is an association

among other entities, e.g. the "ownership" of the car PCXX999 by Mr. Johnson.

In perceiving or imagining the selected portion of a world we are interested in

we may conceive all kinds of states of affairs concerning one or more entities

therein. Examples are:

     -   The car PCXX999 is of model Mustang

     -   The car PCXX999 has got registrationnumber GMF 117

     -   The car PCXX999 is distributed by Ford to Smith's garage on


 29 January 1975

     -   Garages sell cars to persons

     -   Ford is a car manufacturer

We call such states of affairs propositions:


   PROPOSITION


 A conceivable state of affairs concerning entities about


 which it is possible to assert or deny that such a state of


 affairs holds for those entities.

A proposition can concern one entity, several individual entities, groups of

entities, etc.

In practice the distinction is often made between propositions about the actual

state of individual entities, and propositions about which behaviour of en-

tities may or may not be permissible or possible. The words "rule" and "con-

straint" refer in particular to propositions of this latter kind.

Actually it will be descriptions of the propositions - sentences - that enable

us to discuss entities and their states of affairs at all - that is, to ex-

change information about entities by describing propositions which hold for

them:


   SENTENCE


 A linguistic object which expresses a proposition.


   LINGUISTIC_OBJECT


 A grammatically allowable construct in a language.

Note, that linguistic objects may be considered entities.

Sentences consist of terms and predicates:


   TERM


 A linguistic object that refers to an entity.


   PREDICATE


 A linguistic object, analogous to a verb, which says some-


 thing about an entity or entities to which term(s) in the


 sentence refer.

For instance the sentence:



    "The car PCXX999 is of model Mustang."

expresses the first example proposition above. In this sentence the verb "is

of" formulates the predicate. The terms "the car PCXX999" and "model Mustang"

refer to the involved entities.

Often various sentences convey the same information, and, in particular, dif-

ferent terms may refer to the same entity. For example, the term "Mary Jones"

is evidently different from the term "Mary Smith". Nevertheless, after Mary

Jones has married John Smith, both terms will be associated with the very same

girl. Thus, the sentences




 "Mary Jones was born in 1955"

and




 "Mary Smith was born in 1955"

have the same meaning, and it is evidently the girl who was born in 1955, not

the term! The notion of similar information conveyed by different sentences, in

many cases resulting from alternate ways to refer to entities, has tremendous

importance for flexible and unambiguous communication.

Some terms are simple linguistic objects, as for instance the terms in the

above examples. In other cases, however, more complex linguistic objects may be

used as terms. In the sentences



       "Ford produces the car PCXX999."

and



"The manufacturer that produced the car PCXX999



distributes the car PCXX999 to Smith's garage."

the terms "Ford" and "the manufacturer that produced the car PCXX999" are two

terms that refer to the same entity. In this example the first term is only

referring to the Ford company. The second term also refers in a certain way to

a proposition about the production of a car.

Some linguistic objects play no other role in the descriptions than to be used

as names for something else. We will call them lexical objects or names:


   LEXICAL_OBJECT or NAME


 A (simple) linguistic object that is used only to refer to


 an entity.

In normal cases a lexical object consists solely of one or more nouns.

The special kind of association between the "basic" entities and the lexical

objects that refer to them we could call a naming_convention. When such a

naming convention between an entity and a lexical object is correctly estab-

lished it is always possible, at least in principle, to identify a causal chain

to the use of that lexical object from an instance of "name giving" in the

world, i.e. a point in space and time where an appropriate action was taken

that asserted, in effect: "Henceforth this entity will be called by the name

(i.e. lexical object) so-and-so !".

It is part of the information system designer's job to make sure that all

entities of interest can be referred to in some way. For this reason, the infor-mation system designer will generally wish to additionally describe, in the con-ceptual schema and information base, the commonly agreed ways to refer to

entities.

It should be carefully noted, that there is no barrier and, indeed, often con-

siderable utility in the same entity having more than one lexical object asso-

ciated with it. These lexical objects then are synonyms:


   SYNONYMS


 Different terms that refer to the same entity.

Fundamentally there also is no barrier in several identical lexical objects

being associated with different entities. These lexical objects then are

homonyms:


   HOMONYMS


 Identical terms that refer to different entities.

In practice, they may cause some ambiguity. Therefore in some information sys-

tems homonyms are excluded. However, this exclusion is certainly not a fundamen-tal or necessary requirement, provided some mechanism exists to resolve ambi-

guity.

Often we will be interested in entities that are considered to occur together:


   ENTITY_WORLD


 A possible collection of entities that are perceived to-


 gether.

For example, all cars, registered by the Registration Authority, and all manu-

facturers, garages and persons involved with those cars, as described in appen-

dix B, may be considered to form an entity world.

Many different entity worlds can be discerned at the same or at different

times. Also, an entity can belong to many entity worlds.

A collection of propositions asserted to hold for a given entity world is

called a proposition world:


   PROPOSITION_WORLD


 A collection of propositions each of which holds for a given


 entity world.

A collection of sentences that express the propositions of a proposition world

informs us about the relevant entity world.

Our selected portion of a real or hypothetical world involves all possible en-

tities we are interested in. These are the ones we may want to discuss:


   UNIVERSE_OF_DISCOURSE


 All those entities of interest that have been, are, or ever


 might be.

The universe of discourse might alternatively be called the universe_of_poss-

ible_entities. Note, that the universe of discourse is limited to the possible

entities we_are_interested_in and therefore want to discuss or describe. Taking

the example of appendix B the universe of discourse of the Registration

Authority consists of all cars, manufacturers, car models, garages, persons,

etc., that have existed, exist, or ever might exist and in which the Registra-

tion Authority will be interested.

All propositions that may hold in any one or more entity worlds that together

constitute the universe of discourse, form the universe_of_possible_proposi-

tion. However, for an information system designer not all of those propositions

are of prime interest. What he is looking for in the first place are those pro-

positions that hold for all possible entity worlds:


   NECESSARY_PROPOSITION


 A proposition asserted to hold for all entity worlds and


 therefore must be part of all possible proposition worlds.

Since necessary propositions are states of affairs that necessarily hold for

the involved entities in all entity worlds, they often have a more "general"

character. These necessary propositions form an abstraction of all entity

worlds, generalizing what they have in common.

Necessary propositions define which entities may occur in any entity world -

possible entities, and in relevant cases, which entities must occur in each

entity world - necessary entities.

The classifications, rules, laws, etc., of the universe of discourse, which are

mentioned in chapter 1, constitute the necessary propositions. The section B.2

of appendix B describes informally the necessary propositions of our example

universe of discourse.

Some necessary propositions that hold for each and every registered car in all

entity worlds containing registered cars in our example universe of discourse

are:


 "A car is of a particular model."


 "Each car has a registration number given by the Regis-


 tration Authority at the time the car is registered."

However, we do not wish to limit the necessary propositions to only general

states of affairs. States of affairs involving one or a few particular entities

can necessarily hold for all entity worlds. E.g.:


 "Only 5 manufacturers can have permission to operate in the


 same period of time."


 "Fuel consumption is between 4 and 25 litres per 100 kilo-


 metres."

As already stated, necessary propositions tend to have a more general charac-

ter, that is, they hold for collections of similar entities - classes of

entities:


   CLASS (of entities)


 All possible entities in the universe of discourse for which


 a given proposition holds.

Each class of entities is determined exactly by its possible members. Clearly

any particular entity may be a member of many classes, so that classes in

general are not disjoint.

The proposition that determines the class might be a state of affairs of arbi-

trary complexity. E.g.:

     -   The class of Car Manufacturers consists of all possible


 entities that produce a car.

     -   The class of Car Owners consists of all possible entities


 that either belong to the class of Car Manufacturers,


 Garages, or Persons, and that own a car.

Classes themselves are entities, and, as the examples already show, can be


 given names.

The general notion expressed in information processing literature as "type" is

that of "class" or more precisely "class-membership":


   TYPE (of an entity)


 The proposition establishing that an entity is a member of a


 particular class of entities, implying as well that there is


 such a class of entities.

In other words the sentences


      "The entity x is a Car Manufacturer (  type  )"

and


      "The entity x belongs to the Car Manufacturers (  class  )"

convey exactly the same information.

A type can be referred to by means of a type-name. Quite often a singular form

of a name (noun) in such cases is used as type-name, while the plural form is

used as class-name.

Whether a type notion will be associated with a particular class of entities is

an arbitrary choice of the information system designer, often inspired by what

is considered practical or usual in the user's environment of the conceptual

schema.

The notion "instance" or "occurrence" is usually associated with the notion of

type:


   INSTANCE or OCCURRENCE (of an entity-type)


 An individual entity, for which a particular type proposi-


 tion holds, that is, which belongs to a particular class of


 entities.

In designing information systems the notions of class and type are used in

particular to establish collections of necessary propositions: With a specific

class or type, a collection of relevant necessary propositions may be ident-

ified, that hold for all possible entities which are members of that specific

class. E.g. in the example of the Registration Authority the following neces-

sary propositions hold for all possible entities that are cars:

     -   a car is produced by a car manufacturer

     -   a car has a serial number

     -   a car is of a car model

     -   a car is given a registration number by the Registration


 Authority

     etc.

The propositions that determine such classes or types belong themselves, of

course, to the necessary propositions in these cases.

The formal description of the necessary propositions is called the conceptual

schema:


   CONCEPTUAL_SCHEMA


 A consistent collection of sentences expressing the necess-


 ary propositions that hold for a universe of discourse.

It follows from the above that all possible entity worlds constituting the rel-

evant universe of discourse share a conceptual schema. This conceptual schema

in fact establishes the universe of discourse as it informs us what exactly the

collection of all possible entities may be.

What propositions are necessary propositions, and therefore what the boundaries

of the conceptual schema will be, is arbitrary, and depends on how detailed the

information system designer wishes to be. Moreover, this may change over time

requiring additional changes to an already formulated conceptual schema.

Propositions may hold in a specific entity world in addition to the necessary

ones formulated in the conceptual schema. The description of those additional

propositions constitutes an information base:


   INFORMATION_BASE


 A collection of sentences, consistent with each other and


 with the conceptual schema, expressing the propositions


 other than the necessary propositions that hold for a speci-


 fic entity world.

Note, however, that the collection of sentences constituting the one conceptual

schema and a specific information base together describe all propositions con-

sidered relevant for a specific entity world and therefore describe a specific

proposition world for that entity world. These propositions are conceived_to

hold for the entity world, the latter being perceived as "reality". For that

reason, this collection of sentences constituting the conceptual schema and in-

formation base must necessarily be consistent, if it purports to be a truthful

description of those propositions.

Actually it is the information base together with the conceptual schema that in

essence establishes a particular entity world. In other words the entity world

consists exactly of those concrete or abstract objects - entities - that are

referred to by the terms in the sentences contained in the information base and

conceptual schema together.

Note, that it may very well be possible to describe one universe of discourse

or one particular entity world in more than one conceptual schema and informa-

tion base. We assume, however, that usually only one conceptual schema and one

information base will be part of one information system at a time.

Often, but not necessarily always, an information base is meant to inform us

about the entities that occur in the instant or period of time, usually re-

ferred to as "now". A "current" state of an information base - an actual infor-

mation base - however, may refer to a "past" or "future" entity world:


   ACTUAL_INFORMATION_BASE


 That information base which exists in a specified instant or


 a period of time, usually referred to as "now", and which ex-


 presses the additional propositions other than the necessary


 ones, that hold for an entity world.


   ACTUAL_ENTITY_WORLD


 A collection of entities of interest that is described in an


 actual information base and its conceptual schema.

The entity world described in sections B.2 and B.3 of appendix B could be con-

sidered as the actual entity world of interest to the Registration Authority,

covering at least the period of time from 1975 until today.

  2.2._BASIC_CONCEPTS_AND_DEFINITIONS_FOR_ACTIONS_ON_THE_CONCEPTUAL_SCHEMA_AND

     INFORMATION_BASE.

The information base and the conceptual schema will change with time in order

to reflect changes in the selected portion of a world constituting the universe

of discourse, since only sentences asserted to be true of the universe of dis-

course should be in the information base or conceptual schema.

Changes in the selected portion of a world are for example:

      *  Entities appearing or disappearing in the selected portion,

      *  An entity changing its state of affairs or associations with


 other entities,

      *  The classification of entities or some rules or constraints


 about entities changing,

      *  The scope of interest changing, so that the selected portion


 itself expands or shrinks.

All such changes may require changes to both the information base and the con-

ceptual schema. Although the first two kinds of changes might limit resulting

changes to the information base only, the latter two kinds mentioned will cer-

tainly cause changes to the conceptual schema as well.

The basic notion of information manipulation in an information base or concep-

tual schema is an elementary_action. Three kinds of elementary actions are

defined: insertion, deletion, and retrieval.


   INSERTION


 The addition of a sentence to the information base or concep-


 tual schema. Other sentences, not deducible before insertion


 may become deducible and therefore become a deducible part


 of the information base or conceptual schema.

Note, that a deducible sentence will not automatically be actually inserted.

A typical example may be the insertion of the sentence:

    "On 29 January 1975, the car GMF117 is distributed to Smith's garage".

From this it might be assumed deducible that from 29 January 1975 onward:



       "Smith's garage owns car GMF117."

The next elementary action is defined as:


   DELETION


 The removal of a previously inserted sentence from the infor-


 mation base or conceptual schema. Any deducible sentence,


 which cannot be deduced without the deleted sentence, will


 no longer be deducible and therefore no longer be a deduc-


 ible part of the information base or conceptual schema.

Note, that a deducible sentence may have been actually inserted. In that case,

the deletion of another sentence, on which the deducibility of the sentence

essentially depends, will not automatically delete that actually inserted

sentence. The deletion of that other sentence only makes impossible the

deduction of the actually inserted sentence.

If we consider the example of an insertion mentioned above, and assume that the

deducible sentence



       "Smith's garage owns car GMF117"

has been actually inserted, then the deletion of the sentence

       "On 29 January 1975 car GMF117 is distributed to Smith's garage"

will not result in the deletion of the sentence stating who owns the car, but

we can no longer deduce that sentence.

The last elementary action is defined as:


   RETRIEVAL


 To make known a sentence which has been inserted in the


 information base or conceptual schema, or is deducible from


 other sentences in the information base or conceptual schema.

Note, that the retrieval of a deducible sentence from the information base or

conceptual schema is possible only if the information system knows how to de-

duce this sentence from other available or deducible sentences in the concep-

tual schema and information base.

Combinations of elementary actions intended to achieve a specific result may be

allowed. Such combinations are defined as:


   ACTION


 One or more elementary actions that, as a unit, change a col-


 lection of sentences into another collection of sentences in


 the information base or conceptual schema and/or make known


 a collection of sentences present in the information base or


 conceptual schema.

A typical example of an action is the replacement of a particular sentence by

another one, i.e. a deletion followed by an insertion. Due to the many cases

where this particular class of actions is applicable, it seems to be convenient

to formulate this special kind of action as:


   MODIFICATION


 The replacement of a sentence in the information base or con-


 ceptual schema by another one, thereby possibly changing the


 collection of sentences which are deducible.

To control actions and rule out impermissible ones, it will be necessary to

impose rules or constraints on actions. Therefore the following definition is

added to define actions that are considered to be atomic "execution units":


   PERMISSIBLE_ACTION


 An action, conforming to specified rules or constraints,


 which


      - changes a presumably consistent collection of sen-



tences in the information base or conceptual schema



into a consistent collection of sentences


 and/or


      - makes known a consistent collection of sentences



present in the information base or conceptual schema.

We should point out here that only the final collection of sentences as a

result of a permissible action need be a consistent collection of sentences.

Intermediate collections, if recognizable, need not be consistent.

Note, that certain permissible actions may change a presumably_consistent, but

actually not_"truthful" collection of sentences into a consistent and truthful

one. Such permissible actions will be needed to correct corrupted information

bases or conceptual schemata, whatever the reason of the corruption may be.

These specific permissible actions may be allowed to ignore certain rules about

permissible or required sequences of state of the involved collections of

sentences. For example, if it is erroneously stated that a person is married

then changing this information to the statement that that person still is

single may involve such a special permissible action (cf. the examples in

section 2.7).

An elementary action is caused by an elementary command to the information sys-

tem:


   ELEMENTARY_COMMAND


 The order or trigger for an elementary action to take place.

Both an action and a permissible action are caused by a command to the informa-

tion system:


   COMMAND


 The order or trigger for an action or permissible action to


 take place.

However, as response to the command, the action may be refused if the permissi-

bility would be violated.

Commands and actions must be described in a suitable language:


   COMMAND_STATEMENT


 A linguistic object expressing a command or elementary com-


 mand.

In other words, presenting a command-statement to the information system con-

stitutes the command.

It will also be necessary to have facilities designed to express the combinationof elementary actions and the identification of them as one unit defining a

single action or permissible action:


   ACTION_DESCRIPTION


 A linguistic object describing an action or permissible


 action.

The possible syntactic and semantic complexity of command statements and action

descriptions (e.g. structure of description and expressive power in terms of

what commands and actions are describable) depends on the language chosen.

  2.3._THE_BEHAVIOUR_OF_AN_INFORMATION_PROCESSOR.

As already mentioned in chapter 1, the interaction between environment and in-

formation system takes place by means of messages:


   MESSAGE


 A collection of one or more sentences and/or command state-


 ments to be used as an information exchange between the en-


 vironment and the information system.

Messages are dealt with by the information processor part of the information

system:


   INFORMATION_PROCESSOR


 The mechanism that in response to a command executes an ac-


 tion on the conceptual schema and information base.

The information processor recognizes whether or not messages received from the

environment belong to a given language. Messages which do not belong to this

language are discarded as irrelevant. Valid messages may express a change in

the universe of discourse, or require to make known one or more sentences

present in the conceptual schema, or in the information base, or deducible from

sentences present in them.

A message expressing a change in the universe of discourse must contain or be

accompanied by a command statement identifying the action description - or the

action description itself - for a permissible action to effect the appropriate

change in the conceptual schema and information base. The information processor

interprets the command and changes the information base or conceptual schema

according to behaviour rules or constraints. These rules not only determine

whether the resulting collection of sentences in the conceptual schema and in-

formation base will be consistent, but also decide whether the conceptual

schema and information base may be changed at all depending on what is already

present in the conceptual schema and information base.

The information processor will refuse the command if the change cannot be

effected according to the behaviour rules or constraints. As a result of a

refusal, the information base and the conceptual schema will be as if the

command had never been issued (i.e. completely unchanged).

If a message expresses a command to make known a collection of sentences

present in the conceptual schema and information base or deducible from them,

the information processor interprets the command. It issues a message reporting

the appropriate collection of sentences according to behaviour rules or

constraints which specify when and which collection of sentences present in the

conceptual schema and information base shall be reported as a result of the

command. The rules include the inference rules in case deducible sentences are

involved.

  2.3._THE_BEHAVIOUR_OF_AN_INFORMATION_PROCESSOR.

As already mentioned in chapter 1, the interaction between environment and in-

formation system takes place by means of messages:


   MESSAGE


 A collection of one or more sentences and/or command state-


 ments to be used as an information exchange between the en-


 vironment and the information system.

Messages are dealt with by the information processor part of the information

system:


   INFORMATION_PROCESSOR


 The mechanism that in response to a command executes an ac-


 tion on the conceptual schema and information base.

The information processor recognizes whether or not messages received from the

environment belong to a given language. Messages which do not belong to this

language are discarded as irrelevant. Valid messages may express a change in

the universe of discourse, or require to make known one or more sentences

present in the conceptual schema, or in the information base, or deducible from

sentences present in them.

A message expressing a change in the universe of discourse must contain or be

accompanied by a command statement identifying the action description - or the

action description itself - for a permissible action to effect the appropriate

change in the conceptual schema and information base. The information processor

interprets the command and changes the information base or conceptual schema

according to behaviour rules or constraints. These rules not only determine

whether the resulting collection of sentences in the conceptual schema and in-

formation base will be consistent, but also decide whether the conceptual

schema and information base may be changed at all depending on what is already

present in the conceptual schema and information base.

The information processor will refuse the command if the change cannot be

effected according to the behaviour rules or constraints. As a result of a

refusal, the information base and the conceptual schema will be as if the

command had never been issued (i.e. completely unchanged).

If a message expresses a command to make known a collection of sentences

present in the conceptual schema and information base or deducible from them,

the information processor interprets the command. It issues a message reporting

the appropriate collection of sentences according to behaviour rules or

constraints which specify when and which collection of sentences present in the

conceptual schema and information base shall be reported as a result of the

command. The rules include the inference rules in case deducible sentences are

involved.

The information processor will refuse the command if any behaviour rules or

constraints would be violated in reporting the required sentences.

When it issues a command, the environment needs to know if the command is hon-

oured or refused. Therefore the information processor must issue the environ-

ment a message to that effect.

In other words, the result of a permissible action is a function of "control-

ling" sentences stating rules and constraints, the sentence(s) to be changed or

made known, and the incoming message including the command statement and addi-

tional sentences if relevant.
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       Figure 2.1. The information processor in action.

Usually the controlling sentences are largely in the conceptual schema although

sentences in the information base as well can have a controlling role. The sen-

tences to be changed or made known, are in normal application cases, all in the

information base. However, the involved sentences are in the conceptual schema

in cases where the conceptual schema itself is subject to change or reporting.

Note, that in this latter case some of the controlling sentences may be found

in the information base also.

A sentence expressing a proposition as such has a truth_value. The following

principle is axiomatic:


 The truth value of a sentence is considered true if it is


 explicitly stated true by a message accepted from the en-


 vironment according to the rules known to the information


 processor. It is also considered true if it is deducible


 from such explicitly stated sentences in accordance with the


 inference rules known to the information processor.


 The truth value of any sentence, whose denial can be deduced


 similarly from explicitly stated sentences, is considered to


 be false.


 The truth value of all other sentences is considered to be


 undecidable.

The task of the information processor is twofold. Sometimes the emphasis lies

on deciding whether changing a collection of sentences is permissible or not;

at other times the deduction of "new" sentences or the generation of outgoing

messages seems to be more important. Therefore the rules or constraints con-

trolling the first role sometimes are called permissive rules or constraints;

the rules prescribing the sequence of actions, to be performed including the

generation of deducible sentences and messages, are referred to by the term

prescriptive rules or constraints.

  2.4._INSERTING_A_CONCEPTUAL_SCHEMA_-_THE_MINIMAL_CONCEPTUAL_SCHEMA.

Initially, the only rules known to the information processor are those built

into the information processor itself. This basic set of rules provides the in-

formation processor with an interpreter mechanism that enables the information

processor to at least recognize and interpret a minimal language. This language

allows the environment:

       * to extend the language to include constructs appropriate for


 the description of the universe of discourse,

       * to specify commands,

       * to specify authorizations,

       * to specify new behaviour and inference (deduction) rules


 relevant to the conceptual schema and information base,

       * to introduce action descriptions for permissible actions.

Further, the information processor will be equipped with a set of algorithms

allowing it to derive new sentences from the already available ones.

These built-in behaviour rules constitute the minimal_conceptual_schema of the

information system.

Given this built-in minimal conceptual schema and an initially empty informa-

tion base it is possible for the environment to use this minimal language to

build up the required conceptual schema as well as the information base in a

systematic fashion.

There must be a fundamental rule concerning the proposed insertion of a new

rule or constraint in order to decide what to do in the event that this inser-

tion would make certain collections of sentences, already present in the concep-tual schema and information base, no longer consistent. Such a fundamental rule

can reject the existing sentences or the proposed new rule. It must not accept

both.

At the beginning any sentence accepted by the initial built-in behaviour rules

probably becomes an additional rule or constraint by being included in the con-

ceptual schema or possibly in the information base. As sentences are added, the

number of rules or constraints specified in the conceptual schema and informa-

tion base increases and so further constrain and control the permissible ac-

tions to the conceptual schema and information base.

  2.5._BEHAVIOUR_RULES_FOR_THE_ENVIRONMENT.

The behaviour rules mentioned so far establish the behaviour of the information

processor and what is permissible in the information base or conceptual

schema. A distinction has been made between permissive rules and prescriptive

rules.

Information systems may issue messages to the environment which are intended to

cause change in the environment. The behaviour rules within such information

systems must be extended accordingly. This situation, however, does not imply

that the information system controls the environment. Firstly these messages

are generated according to rules or constraints established by the

environment. Secondly, the information system cannot force the environment to

obey rules expressed by such messages.

The additional rules consist not only of permissive and prescriptive rules for

the information processor, but also of permissive and prescriptive rules for

the environment. The permissive rules for the environment establish the

criteria needed for the information processor to test the actual information,

so that the information system can generate warning messages. The prescriptive

rules for the environment form the base for the information processor to

generate appropriate requests to the environment.

These latter behaviour rules for the environment will never dictate what is

permissible in the information base or conceptual schema including consistency

rules for collections of sentences. As far as the information system is con-

cerned, they formulate only what is desirable. As such they form a separate

class of rules or constraints in the information system. Note, that a undesir-

able collection of sentences will nevertheless be consistent.

For example, if a behaviour rule of the universe of discourse prescribes that

only black Ford cars should be produced, then the reporting of a red Ford car

being produced must not be rejected by the information processor; instead a

warning message should be issued to the appropriate authorities in the environ-

ment.

Summarizing we may say:

       - What is considered to be impossible in the universe of


 discourse or environment, establishes what is not_per-


 missible in the information system including whether a


 collection of sentences is consistent (behaviour of the


 information system).

       - What is considered to be not_permissible in the universe of


 discourse or environment, is undesirable for the information


 system, although it is perfectly permissible (behaviour of


 the environment).

  2.6._STATIC_AND_DYNAMIC_RULES_AND_CONSTRAINTS.

Static aspects of a system are those which apply to each of its individual

states. Static rules or constraints establish dependencies between parts of the

system at any one instant of time. Dynamic aspects are those which govern the

evolution of the system. To discuss dynamic aspects of a system means to dis


 cuss its laws of change. Dynamic rules establish dependencies between

parts of the system through several instants of time.

The system we are considering here is the information system together with its

environment and the universe of discourse. Rules and constraints deal with

dependencies within and between all of these. In this generality, they touch on

some subtle problems, in particular when dynamic aspects are involved. For a

thorough treatment they require more elaboration of concepts. Therefore, we

will here outline a few aspects of dynamic rules in the general sense, and then

restrict ourselves to static and dynamic rules in a more special sense.

The causal structure of interdependencies is an important aspect of dynamics in

the general sense. A typical example of such dependency concerns co-ordination

of permissible actions: There may be rules requiring certain conditions to hold

before specific actions can take place (see section 2.8). Another typical issue

is to describe what messages cause the information processor to perform which

changes to the information base or conceptual schema and to return which

answers, say, results of retrievals or reporting on actions (cf. sections 2.2

and 2.3).

A third important example is the subject of authorization. In general, there

must be authorization_rules that control whether a user is entitled at all to

give a command for a particular permissible action changing or retrieving a

particular collection of sentences, or is entitled to receive a particular

message from the information system. This implies that identification of the

source and destination of messages and commands are involved in the enforcement

of authorization rules. The subject is not yet discussed further in this Report.

Although a comprehensive information system design must be aware of all above

mentioned relevant aspects, the focal points of interest traditionally are the

rules and constraints for the sentences administered by the information pro-

cessor. Therefore, and because of the complexity of the general treatment, we

shall consider in this section the rules or constraints in the special sense of

permissibility of information base states - that is, collections of sentences -

and sequences of information base states.

Static rules and constraints under this restricted view are then concerned with

the consistency and permissibility of collections of sentences. The effect of a

static rule may be locally restricted to single sentences or it may globally

involve several sentences within the same collection of sentences in one state

of the information base. An example of a locally effective rule is the require-

ment that the serial number of a car must be, say, a natural number less than

10 000 000. A rule that requires the serial numbers of cars to be unique has a

very broad global effect. To be enforced or checked, it needs a complete survey

of all instances of serial numbers of cars registered in the information base.

Static rules may also be of very different complexity. Examples of more complex

conditions are functional dependency or set inclusion. Detailed examples of

static rules may be found in the appendices D, E, and F of this Report.

Dynamic rules under the restricted view in this section are concerned with the

permissible transitions from one collection of sentences to a next one and thus

specify the possible sequences of information base states. Therefore they will

be called transition_rules to distinguish them from the dynamic rules in the

general sense. Transition rules abstract from causes for changes as well as

from effects the changes may have on the environment (e.g. reactions to retrie-

val results or to triggered messages from the information processor to the en

vironment). They simply describe which information base states may occur subse-

quent to other given information base states.

Satisfaction or violation of transition rules can sometimes be checked by in-

spection of states. In fact, static rules can be regarded as special cases of

transition rules. Although static rules define which states are permitted, a

static rule can be re-interpreted as stating that certain states are permitted

or forbidden, no matter what the previous state was. This can, however, also be

expressed as a transition rule. The "no matter what the previous state was" can

be taken care of by admitting all information base states as possible most

recent information base states.

It may be argued that permissibility of an information base state may depend

on any of the former states, rather than just on the most recent one. However,

as an additional postulate, it is assumed that the history of states can affect

permissibility only in as much as the history is reflected in the most recent

state. It is therefore sufficient to take into account the most recent state

only (cf. "actual information base" in section 2.1).

Some special attention must be given to the kinds of rules that are involved in

derivations of deducible sentences. For example, the fuel consumption rate of a

car may be given as the fuel consumption per 100 kilometres. That is, given a

sentence stating the kilometrage of a particular car and a sentence stating the

amount of fuel consumed, the fuel consumption rate can be derived, provided a

sentence stating the definition - rule - for the fuel consumption rate is also

available.

Actually, such rules are static rules as they deal with sentences in one infor-

mation base state. Some people, however, may consider them dynamic rules, as

they "control" possible derivation processes. Several authors use the term

"derivation rule" for such rules.

Note, that deducible sentences need not only be derived by derivation processes

within the information system. It is quite possible that such sentences are

explicitly inserted. In such cases these "derivation rules" control the consist-ency of the resulting collection of sentences including the inserted "deriv-

able" sentence.

The above mentioned rules not only include those needed for what is commonly

considered as derivable information. The decision rules needed in automatic

process control systems and decision support systems are also in this

category. Therefore, they belong to the necessary propositions in most cases

and are thus an essential part of the rules described in a conceptual schema.

  2.7._EXPRESSING_RULES_AND_CONSTRAINTS.

We will consider two different ways of specifying transition rules, the state-

oriented and the action-oriented descriptions.

With the state-oriented_descriptions, the rules and constraints are given as

requirements on subsequent information base states. A rule or constraint is

then basically a description of a set of pairs of information base states <OLD,

NEW>. A change from a state OLD to a state NEW is permissible - regardless of

how it is effected - if and only if the pair <OLD, NEW> is in the set.

Any transition rule distinguishes permitted pairs of information base states

from forbidden ones. Thus, it can be viewed as a binary-valued function which

tags each pair of information base states with either "+" (permitted) or "-"

(forbidden). This defines a dichotomy on the Cartesian product S /   S of the

set S of all information base states with itself. Such a dichotomy is a decompo-sition of S /   S into two sets, T+ of permitted and T- of forbidden changes.

T+ could be called the positive, and T- the negative extension of the rule.

Either of the two sets can be used to describe the dichotomy. The effect of a

transition rule is therefore completely captured by either its positive or its

negative extension.

With the action-oriented_descriptions, the permissible changes are given by

admissible action sequences. The permissibility of an action or action sequence

may depend on the present state. A rule or constraint is therefore basically a

set of pairs which each consist of an information base state component and an

action sequence component.

With the action-oriented descriptions, a rule specifies that a transition is

permissible if, starting from a permissible state OLD, the transition is

effected by an action sequence Q such that the pair <OLD, Q> is in the set

described by the rule. Ultimately, permissibility may be traced back to an

initial state and all actions performed on it until the present.

To be able to make finite descriptions of virtually infinite sets of action

sequences - there is no restriction on the length of action sequences - it is

necessary to define classes of actions. An action-oriented rule then refers to

classes of action sequences. Conceivably, an action sequence may consist of

only one elementary action (for "elementary action" and "action" see section

2.2). Complex rules are formed by composing actions to constitute a permissible

action (for given departure states).

A permissible action succeeds or fails as a whole. The actions of which a per-

missible action is composed might not be permissible individually. Thus, given

the rule that an employee must have a salary and must work for a department,



   (INSERT "John works for Department Sales",



    INSERT "John earns a salary of 20000")

may be permissible, while each individual INSERT action alone would violate the

above mentioned rule. Permissibility in this case is dependent on both elemen-

tary actions happening together.

To demonstrate examples of static and dynamic rules let us assume that the mari-tal state of persons might be defined as one of the following states: "single",

"married", "widowed", or "divorced".

A static rule applicable on sentences within one collection of sentences may be:

    If a person is married to another person, then both persons must have

    a marital state of married.

The following table expresses an example set of state-oriented rules for per-

missible changes of marital state, defining a permissible sentence in the

resulting collection of sentences as a function of a sentence in the initial

collection of sentences:
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  ___________________________________________________________


 $ from/to $ SINGLE  $ MARRIED $ WIDOWED $ DIVORCED] UNKNOWN $


 $===========================================================]


 $             $                $                   $                     $                     $                   $


 $  _SINGLE__$____-____$___yes___$___no____$___no____$___yes___  $


 $         $         $         $         $         $         $


 $  _MARRIED_$___no____$____-____$___yes___$___yes___$___yes___  $


 $         $         $         $         $         $         $


 $  _WIDOWED_$___no____$___yes___$____-____$___no____$___yes___  $


 $         $         $         $         $         $         $


 $  _DIVORCED$___no____$___yes___$___no____$____-____$___yes___  $


 $         $         $         $         $         $         $


 $  _UNKNOWN_$___yes___$___yes___$___yes___$___yes___$____-____  $

  0H

 ps1


       Figure 2.2. Transition matrix for marital state.

An example for an action-oriented rule is the following:



   INSERT "x is married to y"



   only if both x and y are not married.

These basic description possibilities are discussed in more detail, with some

examples, in appendix G; appendices E and F also give some examples.

A suitable language is required for the specification of rules and

constraints.The totality of established rules and constraints can be regarded

as one comprehensive rule that controls the entire information base. Of course,

in any reasonable language such an overall rule will not be given in one

piece. Therefore, it is a requirement for the language to allow for composing

complex rules and constraints from simpler ones. The decomposition into simpler

rules must end with predefined primitive rules. A primitive rule would have to

be a simply structured, easily surveyable set of pairs of information base

states or of an information base state and an action sequence.

At present, no specific proposal is made for composition of rules and con-

straints, but a general aspect is considered. The rules may be expressed in a

permissive or restrictive style. Composition may be additive or subtractive -

that is, one rule may work in the same sense as, or counter to, another. The

result may be a permissive or a restrictive rule. This gives a number of com-

position options, not all of which may be desirable for a practical specifica-

tion language.

  2.8._CO-ORDINATION_OF_PERMISSIBLE_ACTIONS.

It should be noted, that the subject of this section in particular has only

rather recently become a topic of research and discussion (e.g. (*2, 3, 4,

5*) ). Therefore this section suggests more the directions in which development

might go, rather than demonstrating and summarizing results.

All actions taken by the information processor on the information base and con-

ceptual schema should occur in terms of permissible actions as defined in sec-

tion 2.2. Because of this, any process performed by the information processor

will consist of one or more permissible actions.

A permissible action is considered to be atomic and therefore uninterruptable.

It is triggered by an appropriate command. The effect of a command might be a

"chain" of permissible actions. That is, a permissible action may issue a

command for other permissible actions.

The conceptual framework for co-ordinating permissible actions is based on the

following concepts:


   EVENT


 The fact that something has happened in either the universe


 of discourse, or the environment, or in the information sys-


 tem;


   COMMAND (as in section 2.2)


 The order or trigger for an action or permissible action to


 take place;


   PERMISSIBLE_ACTION (as in section 2.2)


 An action, conforming to specified rules or constraints,


 which


      - changes a presumably consistent collection of sen-



tences in the information base or conceptual schema



into a consistent collection of sentences


 and/or


      - makes known a consistent collection of sentences



present in the information base or conceptual schema;


   COMMAND_CONDITION


 The precondition, including synchronization aspects, that


 must be met before a permissible action may take place.

The information system only reacts because of an event. The dependency between

the event and the reaction could be perceived as in figure 2.3.
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      happening       >   perception             >     reporting




that something             that something has




 has happened                   happened

       ______________  _______________/                    $








   $



      /                                    $
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    event                                  V
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       reaction of







   information processor


      (the arrows imply that a delay in time is possible)


      Figure 2.3. Dependency between event and reaction.

As far as the information system is concerned it is not relevant whether the

event is the_happening or the_perception_of the happening. However, the event

(the stimulus) must cause a report of the event to the information processor,

upon which the information processor has to react.

We define two kinds of events: external events and internal events.


   EXTERNAL_EVENT


 An event that occurs in the environment or universe of dis-


 course.

The reporting of such an event is a message to the information system

expressing at least a command.


   INTERNAL_EVENT


 An event that occurs because of the termination of some


 permissible action in the information sysem.

Depending on the result of such a permissible action, internal events are re-

levant only if the reporting of the termination must be followed by a suc-

ceeding reaction of the information system, or by a message sent to the environ-ment.

Events have certain characteristics, which are important for the information

system. In the first place, events may belong to certain types (classes) of

event. Closely associated with the notion of event type is the notion of event

occurrence.

An important characteristic of the event type, or rather its reporting, is the

type(s) of command, associated with the event type, which determine the permis-

sible action or permissible actions that are expected as a reaction of the in-

formation system.

Other important characteristics of the event types are:


- the number of event occurrences to be expected;


- the frequency of event occurrences.

Most events also need an associated reporting of certain "parameters" in order

to direct the permissible action as to what precisely must be done. In those

cases the message reporting the event also contains, or must be accompanied by,

one or more sentences, called input_sentences for the permissible action.

The permissible actions accomplished by the information processor may insert,

retrieve, delete, or modify sentences in the conceptual schema and information

base. It is not necessary, however, that input sentences for the permissible ac-tion be inserted themselves in the conceptual schema or information base, if

the input sentence only provides parameters to the permissible action. Some-

times input sentences will be inserted, at other times they cause the insertion

of other derived sentences. An input sentence which is not actually inserted,

will generally not be reproducible after the termination of the permissible

action.

A permissible action is considered as a "black box", that is, we are interested

only in what the permissible action does - what its result is. This, however,

may be specified in terms of (elementary) commands for (elementary) actions.

Such specifications concentrate on the type of permissible action: The type of

permissible action determines what the permissible action will do. This is de-

scribed by the action description. The sentences involved in the permissible

action establish the actual result. Together they establish the actual permis-

sible action, that is, an instance of the permissible action type.

A permissible action is triggered by an event, or more precisely by the command

expressed in the message reporting the event. The type of event determines what

type of permissible action will be triggered. At that moment the permissible

action becomes active. An active permissible action will be uninterruptable

until it is finished. This termination may raise an (internal) event, depending

on the result of the permissible action.

At any time several permissible actions can be active in the information sys-

tem. These permissible actions may belong to the same or different types of

permissible actions. Two permissible actions which are active at the same time

are considered to operate completely independently of each other.

As already indicated a certain delay of time may occur between the event itself

and its reporting to the information processor, or between its reporting and

the information processor's reaction. Therefore, it is possible that the se-

quence in which the events are reported to the information system may differ

from the sequence in time of the events themselves occurring in the universe of

discourse. If this sequence in time of events is relevant, for instance,

because of necessarily preceding states of affairs that must have been recorded

first in the conceptual schema and information base, the resulting permissible

actions must be co-ordinated, including, if necessary, synchronization of the

permissible actions.

The command condition of a certain permissible action consists of the (external

and internal) events which must have occurred before triggering the permissible

action, and a rule or set of rules which establish in what manner the events

determine the necessary condition for the permissible action to be triggered. A

command condition can be extended and made more precise by rules about sen-

tences reporting the events or already present in the conceptual schema and in-

formation base.

If more than one event is involved in the command condition of a permissible

action, then the last event occurring in time, independent of what event this

may be, fulfils the command condition and the permissible action is triggered.

The "arrival" of the other events except the last one brings the command con-

dition to a "wait-state".

A command condition may have a limited wait-state, that is, the wait-state is

only allowed to have a limited duration in time. If within this period the last

event needed does not occur, then the permissible action will no longer be

triggered because of the events that have already occurred. A new series of

events, however, may prepare a new wait-state for a possible permissible

action. When no limited wait-state has been defined, the wait-state may last

eternally.

One event occurrence can only once take part in the triggering of one permis-

sible action. When a command condition is met and the permissible action is

triggered, then the "arrival" of new events can only prepare the command con-

dition for a new triggering of the permissible action.

A special note within the context of command conditions is needed about the

events. An event (occurrence) itself is information bearing, as it establishes

that something has_happened. This is not established in general terms, but in a

most specific way. Therefore, an event does not establish that a happening of a

certain type has occurred, but that that_particular happening (occurrence)

with that particular result took place. For example, a certain car PCXX999 has

been produced by FORD Motor Company.

As a consequence, internal events are controlled by prescriptive rules for the

event. A type of permissible action may possibly terminate in a number of dif

ferent internal events depending on the result of the permissible action. Such

various events may be mutually exclusive, but this is not necessary.

During the permissible action (and actually before the execution of the

permissible action itself) the information processor deals with a number of

rules and constraints:

      1. It recognizes the reporting of the event and the reception


 of the input sentence according to recognition_rules;

      2. It evaluates the command_condition and triggers the actual


 permissible action or keeps the command condition in a wait-


 state;

      3. After triggering the permissible action it performs the


 permissible action itself according to prescriptive_rules


 expressed in the action description of the permissible


 action manipulating the conceptual schema and information


 base;

      4. It checks the manipulation of the conceptual schema and in-


 formation base according to the appropriate static_and


 dynamic_rules_and_constraints for the conceptual schema and


 information base, and the appropriate authorization_rules;

      5. It possibly reports one or more appropriate internal events


 according to the prescriptive_rules for the internal events;

      6. It possibly generates an outgoing message according to


 prescriptive_rules for the outgoing message.

In the following a graphic formalism will be used to discuss some possibilities

of co-ordinating permissible actions. This formalism is derived from those used

in Petri Network approaches (*6*). In the diagrams the command condition mecha-

nism (C) is depicted by a circle. The boxes depict permissible actions (PA).

The incoming arrows show the sources of the events involved in the fulfillment

of the command condition.

Co-ordination of permissible actions can involve all kinds of "chains" of per-

missible actions. Several possibilities exist, e.g.:
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    Figure 2.4. Simple sequence of permissible actions.

 1. The result of an incoming message is an ordinary sequence of permis-

    sible actions. That is, a first permissible action takes place because

    of the message from the environment. The arrival (external event)

    fulfils the command condition for this permissible action. The result

    of this permissible action (internal event) is the sufficient and only

    command condition to be fulfilled for a second permissible action.

    This is shown in figure 2.4.
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 Figure 2.5. Conditional sequence of permissible actions.

 2. The ultimate result of an incoming message is a sequence of permis-

    sible actions, provided additional incoming messages are received. In

    figure 2.5 the second permissible action will take place if both the

    first permissible action has taken place (internal event) and a second

    incoming message has arrived (external event). The one that occurs

    latest in time completes the command condition and therefore triggers

    the second permissible action.

  1

 ps0H



    $                $                                A



    $ incoming       $ incoming              outgoing $



    $                $                                $

   environment      $ message 1      $ message 2              message $



    $                $                                $

 - - - - - - - - - -$- - - - - - - - $ - - - - - - - - - - - - - - - -$- - - -



    $__              $                                $

 information system $                $                                $


 _______    $  $  _______    $     _______                    $



    V  $             V                                $

__    __$       $__    $_  $       $__    __$       $__                 $

 > C1  >$  PA1  $ > C2  >$  PA2  $ > C4  >$  PA4  $                   $


$_______$      $ $_______$        $_______$  $     _______    $



       $                             V             ___$

   /                   $                                __$       $

   $$                  $                             C5  >$  PA5  $______

   $$                  $                                  $_______$     >



       $           _______           A

  condition factors    V                             $                 /




  ________$       $__________$                 $$

 issued by preceding   C3        >$  PA3  $                            $$





  $_______$

 permissible actions                                         condition factor








       for succeeding








   permissible actions

  0H

 ps1


  Figure 2.6. Co-ordinated sequences of permissible actions.

 3. More complex situations are possible as for instance is depicted in

    figure 2.6. Note, that in this example permissible action 3 may be

    concurrent with the sequence of permissible action 2 and permissible

    action 4. Permissible action 3 and permissible action 4 both are pre-

    decessors to permissible action 5. Also note, that the arrival of in-

    coming message 1 is part of the command conditions of both permissible

    actions 2 and 3.

Appendix H discusses some aspects of co-ordinating permissible actions in more

detail and gives some demonstration examples.
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